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Solve the following questions:

Question one:[15 marks]:

a) Define: regular stochastic matrices — periodic state — absorbing state.

b) For the transition matrix

12 5P
r=|3 3
12
4 4
i) Find the eign values and corresponding eign vectors
i) Calculate 7,57, 7, and T given that T ¥= [% %}

Question two [20 marks]:

a) Define: Ergodic Chains- Closed sets- Irreducible Chain.

b) Given the following matrix:

0o 21
4 4

2, 2

0 1 0
i Is T stochastic matrix?
ii. Is T regular?
iii. Find the unique fixed probability vector of T?
iv. Is the state £, absorbing state?
V. What matrix does 7" approach?

Vi. What vector does 113 T" approach?
4 4 2

vii.  Find and interpret 7., T°, and T,




Question three [20 marks]|

The weather in a certain region can be characterized as being sunny (S), cloudy (C) or
rainy ( R) on any particular day. The probability of any type of weather on one day
depends only on the state of the weather on the previous day. For example, if it is
sunny one day then sun or clouds are equally likely on the next day with no possibility
of rain. Explain what other the day-to-day possibilities are if the weather is
represented by the transition matrix

1) Construct the transition probability matrix T

i1)  Find the formula for7" .

ili)  In the long run, if the weather is cloudy, what percentages of the
days are sunny, cloudy and rainy?

Question four [15 marks]
a- Define: Persistent state — Null state — Transient state.

b- A three state Markov chain has the transition matrix

11 4
2 2
T = 0 0 1
1 n
n+l n+l

Where 7, is the transition matrix at step n. Show that the state E, is persistent null

state?

Good fuck
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1) Let X be a random variable with cumulative distribution function

0 for x <0
G{x)= .
0 %e"““‘ for 0<x

a) Give the probability density function for X
b) Find Pr{X = 4}

¢) Find Pr{4 <X < §

2) Let Ube arandom variable with pdf given by

0 for u<9

u for 0gsu<1
h{u) =

2-u for 1su<?2

0 foruz2

Find the mean and standard deviation of U.

3) Let S and T be two continuous random variable with joint pdf given by

-~|-s—2r

o(s,t) = e? fors=>0,t>0
0 otherwise

a) Find the marginal pdf's for S and T and then find the Pr {T < 1} and E(T)
b) Find the conditional pdf for S given that T =1 and then find P { S<1|T =1}
and find E{S|T =1}

4- Let X be a Markov chain with state space {a, b, ¢} and transition probabilities
given by

03 07 00
P=|00 06 04
04 0.1 05

Let the initial probabilities be given by the vector (0.1, 0.3, 0.6). Find
(a) Pr{X;=b | X1 =c¢}
(b) Pr{X;=0b|X,=¢,Xp=c¢}
(¢) lim,, PriX,=5b|X,=a}



