
Cairo University Eco 605: Advanced Econometrics I

Institute of Statistical Studies and Research Final Exam- May 2015

Department of Applied Statistics and Econometrics Time: 3 Hours

Answer the following questions:

Question (1)

1- In simple regression model, Yi: d* Fxi+'tr i ,  we found that X?lrfut-!)2 = 500,

X?jr(*r -x)z =250, and i.ors:1.3, Find the mean-square error for this model and

the correlation coefficient between y and x.

2- Consider the model , lt = q + P x1 * 1.t6, where ut = P ut-t * €fi t : !,2, "'; lpl < 1,

andE(u) = 0; et-N(O,o?); E(essr) = 0 v t + s; E(esus-1) = 0. Provethat:

(a) ut = XLo p'€t-, @) E(ur) = I @) var(ut) = o? /(1- p2)

3- Assume that R2 = 0.952 for a regression model, and E!!2Gt - ei-t)z = l,'0653,
tl:rft -Y)'=28.744. where Y; is the dependent variable, andei is the residuals.
Test the serial-correlation between the errors using Durbin-Watson test. fnote that:
dr. = 0.879, du = L31971

Question (2)

Consider the model: lr = Fo * Bj * ui, i" = 1,2,3,4,5

where E(ui) = 0, and cov(ui,u) =ft" '  
Y 

tr j i j  , , i  = 1,2,3,4,5

Letu' = fut,1r2,Lls,u4,1tgf, and E(uu') = o2V

(a) Specifu 7. (b) Find 7-1. (c) Find the covariance matrix ofthe OLS estimator.

(d) Find the covariance matrix ofthe GLS estimator.

(e) Comment on your results in (c) and (d).

Question {3)

Consider the Z-system equations model:

Y
Lnx  L -  Lnx  K  K  x ' J .  

'  
Lnx  1 .

where Iz is the vector of endogenous variable, and X = dtaglXJ; with Xi (i" = 1,2, '.', L) is
the matrix of the exogenous variables of i-equation with dimension rt x ki, and B is the
parameters vector with K = Lli=tki, while U is the disturbances vector.

(a) Indicate the assumptions on these equations to we can say that this model is SUR
model.

(b) Drive the psup estimator. (c) Prove that psup is BLUE.

(d) Repeat part (b) under an assumption that the all equations in the model are
independents. Comment on your results.
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Question (4)

Consider the followins model:

y t=  F r r x t *  F r zx2 * r r1 ,
yz = Fzrxz * Fzzx4* n2,

where cou(u) = co12 (I;) = 
t(i I t 4 Suppose that data on the dependent and

explanatory variables yields :

yiyr = 3000 y'ry2 = 500 Ylxt = -200 YLxz = 400

Ylxz = 200 Yix+ = 100 YLxt = L50

yLxz = -200 yLxz = 30 YLx+ = -20 xix,  -  100

x!2x, = 3gg xltxt = 29 xlnxa - 1,0 xfxn = 19

xlxz - xixs - xlx+ - xLxz - x!2xa - 0

(a) Find the best linear unbiased estimates of Fn, Fr.z, Bz, and. 822.
(b) Calculate the SE of these estimates.

(c) Repeat part (a) if cov(u) = 
l('(' ) * 4

Question (5)

The model given by:
ltt = Tnlzt t Fn xt * Bn xzt * 1tfi,

Izt = TzrTt * Fzz xT l1t2s,

generates the following matrix of second moments:

Yt Yz x1 x2 X3

YLYz = 1000

Yt

Yz

X1

X2

X3

3 .5  3  L  10

3  11 .5  1  3  4

LL100

13077

04012

Calculate the following :
(a) OLS of the reduced form parameters.
(b) ILS estimates of the parameters of the first equation.
(c) 2SLS estimates of the parameters of the second
equation.

Good Luck fi,. JT,F^u,r$s,f,"
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Exam. Instructions: Answer the following questions.

Ouestion One: LtS fUa

Consider the followine model:

yr l  po - l  Fdrt  *  Fzxzt *  Fzxzt *  ui ;  i  :  1,2,. . , ,50.

We apply the OLS method to estimate the parameters, and then we got these results (ir

deviationform):

|  0 .0s8  0 .001 -0 .0021 |  23 .1 .6e  l
(x 'x ) -L  =  |  0 .001 0 ,028 -0 .003 |1 ;x 'y  =  1169.8951; l ' l :6290.T5

L-o.ooz -o.oo3 o.o2ol Ls+o.goel
Xr = 1.123; Xz :  7.263; & = 1,858; |  = 29.250.

Depending on these results:

1- Calculate the OLS estimates (Ao, Br, Ar, B).
2- Calculate the standard error (SE) of Br, Br,and p3.

3- Calculate the R2 and the standard error of the mode-.

Ouestion fwo: (ZO U

Consider the followine model:- y  

X 7  h  r  X z  F z  r  U
n x ' J , -  n x k l  k r x T -  n x k ,  k r x l -  n x l

where E(U) : 0 and E(UU') = o2V. Assume that strong prior information is available about

B1 vector: r : Ft* U*, where E(U-) : 0, E(U*U*') : Vo, and E(1J*{J') : 0, where 7

and 76 are positive definite matrices.

1- Use Theil-Goldberger technique to drive the mixed estimator of P - IPi, Pil' .
2- Prove that the mixed estimator (fu) ir unbiased.
3- Prove that:

uor(/.,r) : 14 x'v-'x + R'v;LRl-t, rh"r. x : lxr, x2l and R : 11y,,01,,1.

AVestion fnree: (Z

Consider the followine model:

l t =  F o -  B p i * u i ;  i =  I , 2 , . . . , 6 ,

w h e r e y :  ( 3 . 5 3 1 ,  2 1 . 7 6 0 , 4 9 . 9 5 2 , 7 0 2 . 2 1 4 ,  L 7 L . 8 7 5 , 2 4 3 . 7 7 7 ) ' ,  x t : 2 ( i . - 0 . 5 ) 2 ,

E(u) = 0, n(ul) : 02xi, and E(up) = 0 for i. * j '

1- Estimate Be and p1 by OLS and GLS methods.
2- Find the variance*covariance matrix of OLS and GLS estimates. Comment on your

results.
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uestior Four: (20 Marks

3-
4-

Find the estimated SE of OLS estimates using White's estimator.
Test the serial correlation between enors using DW test. ldy = 0.6'J.02, du =
1.40021.

Consider the following model: yt = Fnxt * gn x2 * u1; yz = Bzrxs I \zzxa * rr2,

where cou(u) = cov(;l) = r 8 1. Suppose that data on the dependent and explanatory
variables yields:

YiYr = 3000 YlYz = 500 Y'txr = -200 Yixz = 400

Y'txz = 200 Yix+ = 100 YLYz = 1000 YLxr = I50

YLxz = -200 Y'24:30 YLx+ = -20 xixt  -  100

xjx2 - 300 x{xs - 20 xlaxa - 70 xixn = 19

x'.;xz - xlx, = xlx, = xLxz - xl2xr = g

l - If X = di.ag(0.5,2). Calculate the BLU estimates of Fn,Bn,Bzl and 822, and the
SE of these estimates.

Repeat part (1) again but when , = (I i)
2-

Best Wishes Prof./: Amany Mousa

Dr./: Mohamed Reda
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