Cairo University Eco 605: Advanced Econometrics I
Institute of Statistical Studies and Research Final Exam- May 2015
Department of Applied Statistics and Econometrics  Time: 3 Hours

Answer the following questions:

Question (1)

1- In simple regression model,y; = @ + 8 x; + u;, we found that fgl(yi —§)? =500,

20 (x; —%)? = 250, and f,;5s = 1.3, Find the mean-square error for this model and
the correlation coefficient between y and x.

2- Consider the model, y; = a + B x; + u;, where uy = pup_q + & t =1,2,...; |p| < 1,
and E(u,) = 0; &,~N(0,02); E(ge) =0 Vt#s; E(ep ug_q) = 0. Prove that:

(@) Uy = Lrzo P Et—r (b) E(ur) =0 (c) var(ug) = /(1 — p?)

3- Assume that R% = 0.952 for a regression model, and X}2,(e; —e;_;1)? = 1.0653,
210 (V; — V)2 = 28.744. where Y; is the dependent variable, and e; is the residuals.
Test the serial-correlation between the errors using Durbin-Watson test. [note that:
d; = 0879, dg.= 1.3197]

Question (2)
Consider the model: vi=PB+Pi+u, i=12345
o oo wEeT o
where E(u;) = 0, and cov(u;, u;) = {0 v Py i,j =1,2,345
Letw’ = [y, Us, s, e Wsl and E(uw’) =02V
(a) Specify V. (b) Find V™1, (¢) Find the covariance matrix of the OLS estimator.

(d) Find the covariance matrix of the GLS estimator.

(e) Comment on your results in (c) and (d).

Question (3)
Consider the L-system equations model:
oo B . U
Inxl XK Kx1] - Inx1
where Y is the vector of endogenous variable, and X = diag[X;]; with X; (i = 1,2, .., L) is

the matrix of the exogenous variables of i-equation with dimensionn X k;, and f is the
parameters vector with K = Y-, k;, while U is the disturbances vector.

(a) Indicate the assumptions on these equations to we can say that this model is SUR
model.

(b) Drive the Bsyr estimator. (c) Prove that Bsur is BLUE.

(d) Repeat part (b) under an assumption that the all equations in the model are
independents. Comment on your results.
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Question (4)

Consider the following model:
Y1 = P11 X1+ Bia Xz +uy,
Y2 = P21 X3 + oy X4 + Uy,

where cov(u) = cov (3;) = [G ;) X® 1]. Suppose

explanatory variables yields:

that data on the dependent and

y1y1 = 3000 y1¥2 = 500 yiX, = —200 yiXz =400
Vixs = 200 ¥ixy =100 Y2y, = 1000 yhxs= 150
VaX; = —200 y3X3 = 30 YaX4 = —20 %1X; = 10b
X%, = 300 XoXs = 20 X%, = 10 23, = 10

X1Xz = X1X3 = X{X4 = X)X = XX, =i

(a) Find the best linear unbiased estimates of B11, B12, B21 and B,,.

(b) Calculate the SE of these estimates.

el

(€) Repeat part (a) if cov(u) = [(1(/)2 2

Question (5)

The model given by:

Yie = Y12Y2t + P11 X1t + Bz Xop + Use,

Yot = V21¥1t + Paz X3¢ + Uy,

generates the following matrix of second moments:

(a) OLS of the reduced form parameters.
(b) ILS estimates of the parameters of the first equation.

(c) 2SLS estimates of the parameters of the second

O S OB <

Va i35 3 T 1000 e the following:
Yo spadis g

Xp b 1 1 (e L

% 1 5 M ol

equation.
a0 2 gD
Good Luck

Jﬁr. JZZFMEJ &([2{
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Institute of Statistical Studies and Research Final Exam- January 2016
Department of Applied Statistics and Econometrics  Time: 3 Hours

Answer the following questions:
Question (1)

Indicate whether the following statements are true or false. If a statement is false, rewrite it to
make it true.

1- Panel data sets are better able to identify and estimate effects that are simply not detectable
in pure cross-sections or pure time-series data.

2- If the errors in a regression model are heteroscedastic, then the estimates and forecasts based
on OLS will be unbiased and inconsistent.

3. The main idea of Goldfeld-Quandt test for heteroscedasticity is: if the error variances are
equal across observations, then the variance for one part of the sample will be the same as
the variance for another part of the sample.

4- White test for heteroscedasticity is a direct test for the heteroscedasticity that is very closely
related to the Breusch-Pagan test, but it assumes a prior knowledge of the heteroskedasticity.

5- In seemingly unrelated regression (SUR) equations model, Zellner assumed that the number
of equations must to be less than the variables number in the model.

6- The Durbin-Watson (DW) test is valid if the right-hand side of regression equation includes
lagged dependent variables.

7- Although White test for heteroscedasticity is a large sample test, it has been found useful in
samples of 30 or more.

8- Cochrane-Orcutt iterative procedure requires a transformation of the regression model to a
form in which the OLS procedure is applicable.

9- Breusch-Pagan test has been shown to be insensitive to any violation of the normality
assumption.

10-If we ignore the positive serial correlation in errors and the independent variable is growing
over time, then the standard errors (SE) will underestimate of the true values.

Question (2)
Consider the L-system equations model:

Yy . X B + U €))
Inx1 LnxXxKKx1 Lnx1

where Y is the vector of endogenous variable, and X = diag [X;]; with X; (i = 1,2,...,L) is the
matrix of the exogenous variables of i-equation with dimension n X k;, and f is the parameters
vector with K = Sk, k;, while U is the disturbances vector.

(a) Indicate the assumptions on these equations to we can say that this model is SUR model.
(b) Drive the Bsyr estimator. (c) Prove that Bsur is BLUE.

Question (3)

Consider the following model:
yi = ﬁo + Bix; + u;; i=1,2;.:.,6;
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where y = (3.531, 21.760, 49.952, 102.214, 171.875, 243.777)", x; = 2(i — 0.5)%,E(u;) = 0,
E(u?) = 02x;, and E(u;uj) = 0 fori # j.

(a) Estimate 8, and 8; by OLS and GLS methods.

(b) Find the variance—covariance matrix of OLS and GLS estimates. Comment on your results.
(c) Find the estimated SE of OLS estimates using White’s estimator.

(d) Test the serial correlation between errors using DW test. [d;, = 0.6102, dy = 1.4002]

Question (4)

Assume that we can divide the vector of parameters in equation (1) into two vectors based on
the prior information that available about 3, so the SUR model has been rewritten as:

Y _ X Bp , X B2 u
InX1T [nxk, kyx1" Lnxky kyx1~ LnX1
where E(U) = 0 and E(UU") = o2V. Let us assume that strong prior information is available
about B; vector: r = B; + U*; where E(U*) = 0, EU*U*") = V,, and E(U*U") = 0; where V
and V,, are positive definite matrices.
(a) Use Theil-Goldberger technique to drive the mixed estimator of 8 = (81, )"
(b) Prove that the mixed estimator (B») is unbiased.
-1
(©) Prove that var(By) = (& X'V™2X + R'Vg'R) ; where X = (X3, X2) and R = (i, O,)-

Question (5)
Assume the following model:
Vie = @ Xyp + Uses Yar = B Xa¢ + Uzes
where x;; (i = 1,2) are non-random exogenous variables and the u; (i = 1,2) are serially
independently random variables (disturbances) that are normally distributed with zero means

and second moments E(u?) = 4, and E(u%,;) = E(u,uz,) = 2 for all values of z. the sample
second moment matrix below was calculated from 20 observations:

v, v % x5

(a) Find the best linear unbiased estimates of & and £.

(b) Calculate the SE of these estimates. Y1 10 -1 1 -1
(c) Repeat (a) under a restriction that E(uy,uz,) = 0. Va2 -1 15 5 1
X3 1 5 11 1
X3 -1 1 1 1
Good Luck
Dr. Ilokiamed Reda
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Exam. Instructions: Answer the following questions.

Question One: (15 Marks)

Consider the following model:
¥i = Bo + B1X1; + BaXo; + BaXz +uy; i=1,2,..,50.

We apply the OLS method to estimate the parameters, and then we got these results (in
deviation form):
0.058  0.001 -0.002 23.169
() =] 0001 . 0028 0003 x'y= [169.895] ;¥ y=6290.75
—0.002 -0.003 0.020 540.908

a1y Lo =163 X, = 1358 ¥V=79250

Depending on these results:

1- Calculate the OLS estimates (8o, b1, B2, B3)-
2- Calculate the standard error (SE) of f;, B, and f3;.
3- Calculate the R? and the standard error of the model.

Question Two: (20 Marks)

Consider the following model:

PG P1 i X2 B2 U
noxalmwan X kydky XlsnXks ki x1l nxi
where E(U) = 0 and E(UU") = ¢%V. Assume that strong prior information is available about
By vector: 1T = f1 + U*, where E(U*) =0, E(U*U*') =V, and E(U*U") =0, where V
and V, are positive definite matrices.
1- Use Theil-Goldberger technique to drive the mixed estimator of 8 = [B1, B3]’

2- Prove that the mixed estimator (8,,) is unbiased.
3- Prove that:

2 =1
var(fu) = | X'V7IX + R'VGR| , where X = [Xy, X;] and R = [Ii,, Oy,

Question Three: (20 Marks)

Consider the following model:
yi=PBo+pfixitu; i=12..6

where ¥ = (3.531, 21.760, 49.952, 102.214, 171.875, 243.777)', x; = 2(i — 0.5)?,
E(u;) = 0, E(uf) = 02x;, and E (wu;) = 0 for i # j.
1- Estimate 3, and 1 by OLS and GLS methods.

2- Find the variance—covariance matrix of OLS and GLS estimates. Comment on your
results.
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3- Find the estimated SE of OLS estimates using White’s estimator.

4- Test the serial correlation between errors using DW test. [d; = 0.6102, dy =
1.4002].

Question Four: (20 Marks)

Consider the following model: y; = B13 X1 + f12 X3 + Uy; Y2 = Ba1 X3 + Boz Xa + Uy,

u
where cov(u) = cov (u;) =2 Q1. Suppose that data on the dependent and explanatory
variables yields:

V¥, =3000 y1y2 = 500 yix; = —200 yiX = 400
y1X3 = 200 ViXs = 100 y5¥2 = 1000 YoXq = 150
y3X; = —200 y5%3 = 30 y5Xs = —20 X3%; = 100
X5%; = 300 Rexy = 20 %= 10 X3X, = 10

X% = BiXe =K% = iR =%0x, =0

1- If ¥ = diag(0.5,2). Calculate the BLU estimates of 1, 812, f21 and f,,, and the
SE of these estimates.

2- Repeat part (1) again but when 2~ = G %)

Best Wishes  Prof./: Amany Mousa
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